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Introduction

The impact of the release of advanced language models, such as OpenAI’s GPT-3.5 and 4.0, Google’s PaLM, or Meta’s LLaMa, has created a critical need for the ability to differentiate AI generated text from human writing. In order to better address this need, I intend to further expand and explore areas of research involving AI text discrimination. How accurately can we discriminate between AI and human writing, what features should play significant roles in doing so, and how generalized can we make the detection approach?

Literature Review

The most recent existing solutions include specialized detectors such as the RoBERTa detector, (<https://arxiv.org/abs/2306.07401>) as well as various other algorithms available on the open market, such as Copyleaks AI detector, or GPTZero. One notable paper (<https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10328544/#R8>) outlines the use of XGBoost in order to detect AI generated text with a higher degree of accuracy within specifically medical academic writing using a targeted model, an area that other models, such as RoBERTa, struggle with. While the work therein is compelling, they note that their work has not been tested on other categories of academic writing, or other academic journals.

Methodology

Initial testing would involve first replicating the results found in the paper by Desaire et al., before attempting to expand generation and datasets using titles and paragraphs from other journals and categories of research. I would also propose to expand their work by fine-tuning their model further, exploring what kinds of inputs might increase accuracy — including document-level details might be a viable route for improving accuracy; details such as authorship, journalistic writing styles, subject matter, or other details may be able to improve model performance.

There is a wide body of work available for free from both medical journals as well as other science journals, and GPT-3.5 is available to generate AI-written journal entries for free. It may be worth doing a comparison of different AI models, such as GPT-4 or PaLM text generation, but the possibility of doing so will depend largely upon time and memory constraints. For classification I intend to use XGBoost much like the paper by Desaire et al., though I may compare and contrast model accuracy against RoBERTa and approaches.

Proposed Timeline

By milestone 2 I would expect to have a working adaptation of the original paper’s XGBoost implementation as well as some experimental data involving other journal entries and styles. By the final milestone I would expect to have results detailing the various possible inputs that could increase algorithmic accuracy across various subjects and journal-specific writing styles, as well as possibly being able to compare and contrast various other model accuracies and contexts.
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